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Abstract—The Qatar General Electricity and Water 
Corporation utility (KAHRAMAA) imports power from multiple 
independent power producers (IPPs). The KAHRAMAA system 
connects via two 400 kV tie lines to the transmission network 
operated by the Gulf Cooperation Council Interconnection 
Authority (GCCIA) that interconnects the power systems of 
six GCC countries. Power system studies performed by GCCIA in 
2020 and 2021 showed that the loss of generation in the 
KAHRAMAA power system caused tripping of both tie lines and 
separation of the KAHRAMAA power system from the GCCIA 
network. The authors describe the remedial action scheme (RAS) 
designed to detect generation loss and perform countrywide 
adaptive load shedding when required. In this project, we had no 
access to local generator measurements and breaker status 
information. We implemented a loss-of-generation detection logic 
based on wide-area measurements. We also describe the 
cybersecure communications network developed applying 
software-defined networking (SDN) technology. Finally, we report 
the results of the RAS factory acceptance testing using a 
hardware-in-the-loop environment based on real-time digital 
simulators. 

I. INTRODUCTION 
The Qatar General Electricity and Water Corporation utility 

(KAHRAMAA, referred to as “the utility” throughout) 
manages the country’s transmission and distribution system. It 
imports power from multiple independent power producers 
(IPPs). The country’s total power generation is 8,612 MW; 
seven IPPs generate 8,421 MW. 

Qatar is a member of the Gulf Cooperation Council 
Interconnection Authority (GCCIA), which manages the 
transmission network that interconnects the power systems of 
six GCC countries, as shown in Fig. 1. The utility power system 
connects to the GCCIA network through two 400 kV tie lines 
(Tie Line 41 and Tie Line 42) at the interconnection substation. 
During normal operating scenarios, the total active power flow 
on Tie Line 41 and Tie Line 42 fluctuates in the +/ ̶ 20 MW 
range. 

The protection schemes of Tie Line 41 and Tie Line 42 
include the following: 

• An out-of-step tripping (OOST) scheme that trips the 
tie lines to separate the utility power system from the 
GCCIA system during unstable power swings. 

• A thermal protection scheme that trips the tie lines for 
overload conditions. 

 
Fig. 1. The GCCIA network interconnects the power systems of six GCC 
countries. 

Power system studies performed by GCCIA in 2020 and 
2021 showed that a sudden, large generation loss in the utility 
system caused unstable power swings in Tie Line 41 and 
Tie Line 42. As a result, the OOST scheme trips these lines. The 
loss of these tie lines may also cause tripping of tie lines that 
interconnect the power systems of other countries to the 
GCCIA network. 

The authors performed additional power system studies. We 
found that the sudden loss of more than 1,800 MW of 
generation (more than 20 percent of maximum demand) in the 
utility system caused unstable power swings in Tie Line 41 and 
Tie Line 42. We also found that shedding load in less than 
400 ms prevented these unstable oscillations. 

The utility system had a wide-area underfrequency load-
shedding scheme that provided frequency stability in case of 
generation loss. However, this scheme was too slow to prevent 
the OOST scheme from tripping Tie Line 41 and Tie Line 42. 
Therefore, GCCIA recommended implementing a countrywide 
remedial action scheme (RAS) in the utility system to prevent 
Tie Line 41 and Tie Line 42 from tripping on power swings or 
overloading conditions. 

In this paper, the authors describe the RAS that was 
designed, tested, and commissioned to prevent undesired tie-
line tripping. In this project, we had no access to local generator 
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measurements and breaker information, so we implemented a 
novel logic based on wide-area measurements. 

One scheme (RAS 1) detects sudden, large generation loss 
and performs fast, adaptive load shedding to prevent the 
OOST scheme from tripping the tie lines. Another scheme 
(RAS 2) detects slow generation loss and performs adaptive 
load shedding to prevent tie-line thermal protection operation. 

We also describe the cybersecure communications network 
with four rings developed by applying software-defined 
networking (SDN) technology. 

Finally, we report the results of the RAS factory acceptance 
tests (FATs) using a hardware-in-the-loop environment based 
on real-time digital simulators (RTDSs). 

II. RAS SYSTEM ARCHITECTURE 
The RAS system covers 53 substations, including 

10 substations receiving feeders from IPP stations (generation-
receiving substations), 42 load substations (load-shedding 
substations), and the GCCIA interconnection substation. 

Fig. 2 shows the RAS overall system architecture, which 
comprises redundant front-end processors (FEPs), redundant 
RAS controllers (RACs), redundant HMI gateways (GTWs), 
remote substation input/output (I/O) modules, SDN switches 
(not shown in the figure), a central computing platform, and an 
HMI. 

 

Fig. 2. RAS system architecture. 

The RAS communications architecture is an SDN-based 
fiber-optic network that consists of four rings and two radial 
connections. 

The remote substation I/O modules are placed in all 
53 substations. These I/O modules are distributed among the 
four rings and the two radial connections. The I/O modules fall 
into two main categories: 

• Detection I/O modules in the 10 generation-receiving 
substations. 

• Action I/O modules in the 42 load-shedding 
substations. 

Remote substation Detection I/O modules have digital input 
(DI) cards for monitoring breaker status and multiple current 
transformer (CT) and voltage transformer (VT) cards to obtain 
the necessary analog data from the CTs and VTs associated 
with the breakers monitored at each substation. Remote 
substation Action I/O modules have digital output (DO) cards 
for load shedding, in addition to DI, CT, and VT cards. 

Remote substation I/O modules send analog and digital data 
using the Network Global Variable List (NGVL) protocol to the 
FEPs. The FEPs collect the data from the I/O modules, and then 
group, encapsulate, and segregate data based on speed. After 
segregation, the FEPs send the data to the RACs using the 
NGVL protocol for logic processing. 

The RACs collect all the raw data from the FEPs and process 
them through a data conditioning filter to smooth out the 
continuously varying analog data and to identify breaker and 
metering alarms. After processing data, the RACs arm and 
execute the two main RAS algorithms described in Section III. 
The RACs perform logic calculations in subcycle processing 
intervals on the real-time measurements received from the field. 
Based on the load to shed values determined by the RAS 
algorithms and the load-shedding priorities set by the operator 
in the HMI, the RACs select loads to shed at every processing 
cycle. Then, the RACs send load-shedding commands to the 
FEPs, which in turn send these commands to the Action I/O 
Modules of the remote load-shedding substations. 

The GTWs collect data from the RACs for HMI signaling. 
They also allow the HMI to send set points to the RACs. 

The HMI performs comprehensive RAS monitoring. It 
provides detailed contingency summary screens for the two 
redundant systems. Other screens show load status, alarm 
status, network status, Sequence of Events (SOE), and event 
records. 

The RAS has a dual-redundant architecture. Both RACs 
receive data, perform calculations, and independently initiate 
load-shedding actions. This approach is necessary because the 
inherent delay of traditional hot standby systems can exceed the 
permitted time budget, compromising system reliability. 
However, dual-primary redundancy poses a challenge: when a 
communications loss occurs, the two RACs may process 
different analog or digital values, leading to different 
calculation results and incorrect load shedding. 

To address this, the RACs use a data quality index (DQI) to 
determine the RAC that will serve as a primary controller. Each 
RAC calculates the DQI based on the operational and 
communications status data for all field devices. The RACs 
assign different quality weights to the field devices based on the 
criticality of the information they provide. For instance, a FEP 
receives a higher weight than a general field device because of 
its potential impact on multiple devices. The resulting DQI is a 
weighted average of individual device DQI values. 

The RAC with the highest DQI becomes the primary 
controller and replaces the output of the other controller. The 
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RACs dynamically determine this primary-secondary 
relationship in each processing cycle based on the comparison 
of the DQI values. By replacing the output of the secondary 
controller with that of the primary controller, only one set of 
load-shedding commands is transmitted to the FEPs, ensuring 
system consistency and preventing unintended operations. 

III. RAS LOGIC DESIGN 
We performed a contingency analysis of the utility power 

system using modern simulation tools under various operation 
conditions. We studied the effect on Tie Line 41 and 
Tie Line 42 of the sudden or slow loss of IPPs. We determined 
the IPP losses that would either cause an unstable power swing 
or an overload condition on the tie lines. 

We found that fast load shedding avoids unstable power 
swings and prevents the OOST scheme from tripping the tie 
lines on this condition. Similarly, slower load shedding 
prevents tie-line overloading and avoids thermal tripping of 
these lines. 

Based on these results, we designed a RAS logic that reliably 
identifies these contingencies for diverse operating conditions. 
Given the lack of access to local generator measurements and 
breaker information, the RAS logic uses other measurements. 
We designed the following RAS functions: 

• RAS 1: Fast load shedding for sudden generation loss. 
• RAS 2: Load shedding for slow generation loss. 

A. RAS 1: Fast Load Shedding for Sudden Generation Loss 
Our studies showed that the sudden loss of any of the four 

largest IPPs has the potential to cause an unstable power swing 
on Tie Line 41 and Tie Line 42. The capacity of each of these 
IPPs falls in the 1,800 to 2,650 MW range. Our studies also 
showed that shedding load in less than 400 ms avoids unstable 
power swings and prevents the OOST scheme from tripping the 
tie lines. The utility selected 300 ms as the target RAS 
minimum load-shedding time. 

Fig. 3 shows the RAS 1 activation logic. This activation 
logic considers additional factors (not shown in the figure), 
such as HMI enable and disable commands, contingency reset 
commands, and timers, to provide security. 

 

Fig. 3. RAS 1 activation logic. 

The logic uses power measurements to detect unstable 
power swings in the tie lines and voltage measurements to 
prevent activation for faults. 

• Unstable power swing detection: The RAS 1 
activation logic compares the power generation loss in 
the utility power system with the change of power 
flowing through Tie Line 41 and Tie Line 42. For a 
sudden loss of any of the four largest IPPs, power 
generation drops fast and the tie-line power flow 
changes more slowly because of the large inertia of 
the GCCIA system. 

• Security during faults: The RAS 1 activation logic 
compares the voltage measured at the generation-
receiving substations with a threshold. 

Fig. 3 shows the following variables and constants: 
• PGEN is the sum of the active power values measured 

on each in-service feeder line connecting the IPPs to 
the utility substations. 

• PGEN_AVG is the PGEN average value. The controller 
calculates this value in each time step using a four-
second data window. 

• ΔPGEN = PGEN_AVG – PGEN. 
• PTL_AVG is the PTL average value, where PTL is the sum 

of the active power values measured on Tie Line 41 
and Tie Line 42. The controller calculates this value in 
each time step using a four-second data window. 

• ΔPTL = PTH – PTL _AVG. 
• PTH is an automatically selected tie-line power 

threshold value that depends on the lines in service. 
For one line in service, PTH = A; for two lines in 
service, PTH = B. A and B are user-defined settings. 

• VPOC is the voltage measured at the point of common 
coupling of each IPP (the utility substation-side 
terminals of IPP-connecting lines). The controller 
compares VPOC with a threshold value VPOC_TH, which 
is a user-defined setting. 

As shown in Fig. 3, the RAS 1 activation logic asserts when 
ΔPGEN is greater than ΔPTL and VPOC is greater than VPOC_TH. 

Fig. 4 illustrates the RAS 1 process to calculate the amount 
of load to shed. The controller performs this calculation in 
parallel with the execution of the RAS 1 activation logic. 

 

Fig. 4. RAS 1 calculation of load required to shed. 
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The RAS 1 logic calculates the sum of the average values of 
the IPP-generated power (PGEN_AVG) and the tie-line transfer 
power (PTL_AVG). When one tie line is in service, the logic 
subtracts the A power threshold value from the average value 
sum; when two tie lines are in service, the logic subtracts the 
B power threshold value from the average value sum. Then, the 
logic selects the maximum of the two values as the amount of 
load to shed. 

B. RAS 2: Load Shedding for Slow Generation Loss 
Our studies showed that certain slow or partial generation 

loss scenarios lead to an overload condition on Tie Line 41 
and/or Tie Line 42 without causing an unstable power swing in 
these lines. The tie-line power transfer may reach the maximum 
power transfer limit (MPTL) set by GCCIA. In addition, the tie-
line current may reach the line thermal limit and cause overload 
protection tripping. Our studies also showed that shedding load 
in the utility system prevents violating the tie-line MPTL and 
thermal limits and avoids overload protection tripping. 

Fig. 5 shows the RAS 2 activation logic. This activation 
logic considers additional factors (not shown in the figure) to 
provide security. 

 

Fig. 5. RAS 2 activation logic. 

The logic uses power measurements to detect tie-line MPTL 
violations and current measurements to detect tie-line thermal 
limit violations. 

• Tie-line MPTL violation detection: The RAS 2 
activation logic compares the active power value 
measured on the tie lines (PTL) with the MPTL set by 
GCCIA (PMPTL). 

• Tie-line thermal limit violation detection: The RAS 2 
activation logic compares the current measured on the 
tie lines with the current thermal limit (ITHL). 

As shown in Fig. 5, the RAS 2 activation logic asserts when 
PTL is greater than PMPTL for 5 seconds (Timer 1 pickup setting), 
or either Tie Line 41 or Tie Line 42 current is greater than ITHL 
for 5 seconds (Timer 2 pickup setting). The five-second timer 
pickup adds security to ensure that the limit violation detected 
is not a transient condition. Furthermore, the timers are set for 
RAS 2 to operate faster than the tie-line overload protection. 

The tie-line overload protection uses an IEC inverse curve 
with a pickup setting of 3,140 A primary. With these settings, 
overload protection trips in 30 seconds for the loss of the largest 
IPP in the utility system. 

In addition, the RAS 2 activation logic opens a five-second 
time window (Timer 3 and Timer 4) for load shedding to take 
place. If the Power_Activation or Thermal_Activation bits are 
asserted when the timers expire, the timers reset the RAS 2 
activation logic via the AND gates. This way, RAS 2 is ready 
to start a new load-shedding cycle if still required. 

Fig. 6 illustrates the RAS 2 process to calculate the amount 
of load to shed. The controller performs this calculation in 
parallel with the execution of the RAS 2 activation logic. 

 

Fig. 6. RAS 2 calculation of load required to shed. 

The RAS 2 logic calculates the value of PTL – PMPTL and 
multiplies this value by the Power_Activation bit. Similarly, the 
logic subtracts ITHL from the Tie Line 41 and Tie Line 42 
currents and converts the resulting current values to power 
values. Then, the logic multiplies these values by the 
Thermal_Activation bit. Finally, the logic selects the maximum 
of the three values as the amount of load to shed. The logic 
outputs a value of the required load to shed when the 
Power_Activation bit and/or the Thermal_Activation bit assert. 

IV. RAS COMMUNICATIONS NETWORK DESIGN 
The 53 substations covered by the RAS project are spread 

across the utility power system. The communications network 
needed to interconnect all these substations requires a 
communications technology that is purpose-engineered, 
deterministic, and cybersecure [1]. 

The utility power system has more than 200 substations that 
are interconnected by a meshed fiber-optic network. We used 
the existing dark fibers to develop the RAS fiber-optic network 
backbone. 

Using the dark fiber network drawing, we determined the 
lengths of the optical fibers between all pairs of substations. We 
found the longest distance to be 40 km. As a result, we decided 
to use single-mode optical fibers in the RAS communications 
network. Since most RAS substations are not adjacent in the 
utility fiber-optic network, many links between RAS 
substations include passive connections via fiber-optic patch 
panels (FOPPs). 

These passive connections increase the overall attenuation 
in the fiber-optic link. The maximum link loss shall not exceed 
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18 dB. We calculated the link loss to optimize the design before 
system implementation in the field. We used the following 
equation to calculate the link loss in dB: 

Link Loss = (FLNGT • FLOSS) + (SLOSS • NS) + (CLOSS • NC) + 
MSAF 

where: 
FLNGT is the fiber-optic link length in km. 
FLOSS is the optical fiber attenuation in dB per km 
(typically 0.3 dB). 
SLOSS is the loss per splice (typically 0.1 dB). 
NS is the number of splices. 
CLOSS is the loss per connector (typically 0.75 dB). 
NC is the number of connectors. 
MSAF is the safety margin (typically 4.5 dB). 

In the communications network design, we selected 30 km 
as the maximum fiber-optic link length to keep link loss within 
allowable limits. 

Fig. 7 depicts an example of a fiber-optic ring 
interconnection between substations. The ring connects with 
two different centralized RAS switches (SWs). The switches 
located in generation-receiving substations are called 
Detection Switches, and the switches located in load-shedding 
substations are called Action Switches. The figure also shows 
the FOPPs located in some substations not covered by the RAS. 

 

Fig. 7. Example of a fiber-optic ring connecting several substations. 

Fig. 8 depicts a simplified RAS SDN communications 
network diagram. The distance and operation time limitations 
require a network topology with four rings. Each ring connects 
with two switches in the centralized switch panel. Each ring 
interconnects switches located in generation-receiving and 
load-shedding substations and FOPPs located in other 
substations. 

We selected a network ladder topology to reduce the length 
of the optical fibers and minimize the use of passive connectors. 
We limited the number of RAS substations in each ring to 15. 
This arrangement reduces the number of switches to lose to 15 
in case of two optical fibers failing in the same ring. 

 

Fig. 8. Simplified RAS SDN network diagram. 

SDN Switches 1, 2, 3, and 4, located in the RAS main 
controller panel, facilitate data exchange with the ring switches. 
SDN Switches 1 and 2 connect to Rings 1 and 2 and only 
exchange signals with the RACs. SDN Switches 3 and 4 
connect to Rings 3 and 4 and only exchange signals with the 
RACs. This arrangement prevents unwanted data flow between 
rings. 

The ring switches collect and aggregate critical data from the 
generation-receiving substations and the tie-line substation, and 
then send the data to the centralized RACs. They also transfer 
tripping commands from the RACs to the load-shedding 
substations. 

We implemented a multicentric ladder topology to optimize 
bandwidth utilization in each ring and enhance network 
robustness. This configuration ensures resilience by preventing 
a single device failure from causing a complete loss of 
RAS data. For example, a malfunction of the RAS controller 
panel SDN Switch 1, connected to Rings 1 and 2, would not 
result in the total disruption of these rings, as they can continue 
sending and receiving data through Switch 2. No data exchange 
occurs between rings. In case of a total ring loss, the RAS 
selects loads from substations connected to the remaining rings, 
which ensures dependability. 

We selected operational technology (OT) SDN technology 
because of its advantages compared to traditional 
communications network technology [2]. SDN technology has 
the following benefits: 

• Inherent cybersecurity by applying deny-by-default 
technology. 

• Fast failover by proactively engineering primary and 
backup paths. Does not require network 
reconfiguration. 

• Easy configuration using the zero-touch deployment 
(ZTD) tool. 

Cybersecurity was one of the primary considerations when 
designing the RAS network because the RAS performs load-
shedding actions in 42 substations. Any unintentional load  
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circuit tripping of a load-shedding substation because of a 
cyberattack can affect many customers, as occurred in the 2015 
cyberattack on the Ukrainian power system [3]. SDN switches 
are deny-by-default Ethernet switches; they only allow 
configured communications in the network as per a flow 
configuration table. 

In addition, because all the network communications are 
pre-engineered, including the primary and backup 
communications paths, the SDN network can failover to a 
backup path within 100 µs, compared to the 15 ms failover time 
of an Ethernet network using the rapid spanning tree protocol 
(RSTP) [2]. 

Fig. 9 illustrates a simplified diagram of SDN data flow in 
the RAS communications network. The figure shows the 
primary and backup path selection process that the 
SDN switches follow to dependably perform data exchange 
between the RAC substations. For example, in the event of an 
optical fiber failure between Switches 3 and 4, the 
SDN switches automatically transfer the data path to a 
preprogrammed backup path within 100 µs to ensure 
uninterrupted information exchange in the RAS. 

 

Fig. 9. Simplified diagram of SDN data flow in the RAS network. 

The ZTD tool simplifies the SDN network configuration 
process. Configuring an SDN network only requires a network 
architecture drawing and a data flow diagram in a format 
compatible with the ZTD tool [4]. The information the ZTD 
tool requires to configure the SDN network includes device 
types and protocol information, device IP addresses, and 
network interconnection information. 

The control plane of the SDN network resides in the 
SDN controller software; the SDN switch software contains 
only data planes [2]. This arrangement allows a user to centrally 
manage the SDN network through the SDN controller software. 
The SDN controller also performs comprehensive monitoring 
of the communications network, including real-time 
communications link monitoring, SDN switch health 
monitoring, SOE monitoring, and monitoring of all configured 
flow rules. 

Centrally managing the SDN switches also allows all 
firmware upgrades and configuration updates of the SDN 
switches to be performed from a central location. SDN 
technology offers ease of maintenance to the users whose 
substations are unmanned. 

V. RAS HARDWARE-IN-THE-LOOP TESTING 
We performed FATs in a hardware-in-the-loop test 

environment to validate the RAS logic. We linked the RACs 
and associated equipment with an RTDS. 

We validated the RTDS model by comparing simulation 
results with those obtained from power system studies using a 
complete Power System Simulator for Engineering model of 
the utility system. We also compared RTDS simulation results 
with real contingency events provided by the utility. The 
validation process showed that the RTDS model faithfully 
represents the power system and ensures that FAT results are 
reliable. 

Fig. 10 shows the FAT network architecture. We used a 
reduced system with six generation-receiving substations and 
six load-shedding substations spread across four rings and two 
radial connections in the communications network. Action I/Os 
and Detection I/Os receive field information from the RTDS. 
The FEPs receive information for all remaining substations 
directly from the RTDS. Action I/Os and FEPs send load-
shedding commands to the RTDS when the RACs make a 
remedial action decision. 

 

Fig. 10. FAT network architecture. 
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This configuration allows the following validations to be 
performed: 

• RAS logic performance (activation when required, no 
activation when not required, and correct load-
shedding operations). 

• Communications equipment performance. 
• Total RAS operating time (the time from contingency 

detection to load-shedding execution). 
• HMI performance. 

We conducted many tests to verify the performance of 
RAS 1 and RAS 2 logic. 

As an example of a RAS 1 logic test, Fig. 11 and Fig. 12 
show the response of the utility power system for a major 
contingency (the sudden loss of the largest IPP of the country). 
The total power loss in the system is 2,220 MW. The 
predisturbance power transfer through the tie lines equals zero. 

The figures show the active power measured on 
eight generation-receiving substations and on the tie lines 
(GCCIA_EQ_P). The power from the substation connected to 
the largest IPP drops suddenly to zero. The power of the other 
seven generation-receiving substations shows the typical 
oscillatory inertial responses of the IPPs to the disturbance. The 
tie-line power transfer increases to compensate for the 
generation loss, but this inertial response is slower because of 
the large inertia of the GCCIA interconnected system. 

 

Fig. 11. Power system response to the sudden loss of a large IPP with RAS 
disabled. 

 

Fig. 12. Power system response to the sudden loss of a large IPP with RAS 
enabled. 

When the RAS is disabled (see Fig. 11), the tie-line OOST 
scheme detects the unstable power swing and trips the tie lines 
two seconds after the disturbance starts. The tie-line transfer 
power (GCCIA_EQ_P) drops to zero. 

When the RAS is enabled (see Fig. 12), it detects the 
contingency and sheds load in less than 100 ms. This load 
shedding prevents the unstable power swing. After some time, 
the tie-line power oscillations dampen out, and the 
interconnection between the utility system and the GCCIA 
system remains intact. For this event, the RAS selected to shed 
approximately 432 MW. 

Fig. 13 shows the active and reactive power transfer through 
the tie lines and the power system frequency. 

 

Fig. 13. Tie-line active and reactive power transfer and power system 
frequency for the cases with the RAS is disabled (red line) and enabled (blue 
line). 

When the RAS is disabled, the tie-line active and reactive 
powers grow monotonically and then drop to zero when the 
OOST scheme trips the tie lines. The power system frequency 
drops to 48.54 Hz. The frequency stabilizes when three of the 
five steps of the underfrequency load-shedding scheme operate. 
Load shedding occurs at t = 3.16 s, t = 3.6 s, and t = 4.82 s. The 
total amount of load to shed is around 950 MW. This value is 
more than twice the 432 MW of load shed by the RAS when 
enabled. 

When the RAS is enabled, it sheds load and the tie-line 
power swing is stable. The active and reactive power 
oscillations dampen out after some time. The power system 
frequency only drops to 49.75 Hz because of the high inertia of 
the GCCIA interconnected system. 
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The RAS 1 action provides two important results. First, the 
system maintains the interconnection closed (the main 
objective of RAS 1). Second, RAS 1 sheds less load than the 
load the underfrequency scheme would have shed if the RAS 
had been disabled. 

Fig. 14 illustrates the OOST scheme performance during the 
event. The figure shows the power swing impedance 
trajectories measured by the tie-line OOST elements (green 
lines in the figure). The OOST elements use a double-blinder 
scheme for power swing detection. The blue lines in the figure 
represent the blinders with their actual settings. The external 
blinder settings are ± 50 ohms. 

 
Fig. 14. Impedance trajectory for the sudden loss of a large IPP with RAS 
disabled. 

When the RAS is disabled (see Fig. 14), the impedance 
trajectory crosses both right-side blinders and the 
OOST scheme trips. When the RAS is enabled (see Fig. 15), 
the impedance trajectory does not reach the external blinder 
because RAS 1 fast load shedding prevents the system from 
losing synchronism. 

 

Fig. 15. Impedance trajectory for the sudden loss of a large IPP with RAS 
enabled. 

We conducted many similar tests considering loss of other 
large IPPs for different power system operating conditions and 
states. We found that the RAS 1 operation avoided the 
OOST scheme tripping in all cases. 

As an example of a RAS 2 logic test, we simulated a power 
loss of the largest IPP (for example, a failure in the gas supply 
system). The total generation loss occurred in approximately 
60 seconds. 

Fig. 16 shows the response of the power system for this slow 
generation loss condition. The figure shows the slow decrease 
of power from the substation connected to the IPP (trace labeled 
RGPC in the graph). The tie-line power transfer 
(GCCIA_EQ_P) increases to compensate for the generation 
loss and even becomes greater than the PMPTL_TH value. RAS 2 
triggers load shedding in approximately 15 seconds; the tie-line 
power transfer stabilizes and no thermal tie-line tripping occurs. 
The tie-line power transfer remains above PMPTL_TH for only 
5 seconds. 

 

Fig. 16. Power system response to a slow generation loss condition. 

Fig. 17 shows the active and reactive power transfer through 
the tie lines and the power system frequency. Active power 
increases, reactive power decreases, and frequency falls to 
49.9 Hz. Load shedding occurs in approximately 15 seconds, 
and power transfers stabilize. Frequency grows by 0.02 Hz. 

 

Fig. 17. Tie-line active and reactive power transfer and power system 
frequency for a slow generation loss condition. 

PMPTL_T
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Fig. 18 illustrates the OOST scheme performance during the 
event. As expected, the impedance trajectory remains far away 
from the blinders for this slow generation loss condition. 

 

Fig. 18. Impedance trajectory for a slow generation loss condition. 

We conducted many similar tests considering slow 
generation loss conditions of other IPPs for different power 
system operating conditions and states. We found that the 
RAS 2 operation avoided thermal line tripping in all cases. 

VI. CONCLUSION 
KAHRAMAA imports power from multiple IPPs. The 

utility system connects through two tie lines to the GCCIA 
interconnected power network. Power system studies 
performed by GCCIA showed that the loss of generation in the 
utility system causes tie-line tripping and separation of its 
power system from the GCCIA network. 

Our own studies showed that the sudden generation loss of 
more than 1,800 MW in the utility system causes unstable 
power swings in the tie lines. We also found that shedding load 
in less than 400 ms prevents these unstable power swings. 

We describe the RAS that we designed, tested, and 
commissioned to prevent undesired tie-line tripping. The RAS 
covers 53 substations, including 10 generation-receiving 
substations, 42 load-shedding substations, and the GCCIA 
interconnection substation. In this project, we had no access to 
local generator measurements and breaker information, so we 
implemented a novel logic based on wide-area measurements. 

RAS 1 detects sudden, large generation loss and performs 
countrywide fast, adaptive load shedding to prevent the OOST 
scheme from tripping the tie lines. RAS 2 detects slow 
generation loss and performs countrywide adaptive load 
shedding to prevent operation of the tie-line thermal protection. 

The RAS communications network has a ladder topology 
with four rings. Each ring connects with two switches in the 
centralized switch panel. Each ring interconnects switches 
located in generation-receiving and load-shedding substations 
and FOPPs located in other substations. We limited the number 
of RAS substations in each ring to 15 to reduce switch losses in 
case of optical fiber failures. 

We selected SDN technology for the communications 
network. SDN networks are inherently cybersecure, provide 
fast failover actions, and are easy to configure. 

We tested the RAS using a hardware-in-the loop system 
based on RTDSs. We conducted many tests simulating the 

sudden loss of large IPPs. We found that RAS 1 shed load in 
less than 100 ms and prevented the OOST scheme from tripping 
the tie lines in all cases. We also conducted many tests 
simulating IPP slow output power loss conditions. We found 
that RAS 2 operation avoided thermal line tripping in all cases. 
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